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1 Definitions and pictures

How big a neighborhood of a manifold can be embedded

along with the manifold?

Defn 1. The conditioning number of M is

τ := sup
embeddings
NεM

ε.

embedding of

NεM, ε < τ

embedding

of NτM

non-embedding

of NεM, ε > τ

This is also known as the reach, the critical radius, or the

injectivity radius. It is determined by some point(s) in the

ambient space where their normal spaces intersect.

Defn 2. The medial axis of M is the closure of the

set of all x ∈ Rn for which there exist p 6= q ∈ M
such that

inf
y∈M
|x − y | = |x − p| = |x − q|.

The medial axis is affected by local properties (how

“curved” the manifold is) and by global properties (how

“close to itself” the manifold is).

2 Curves in Rn

Let C be a smooth curve embedded in Rn. For local prop-

erties, take p, q ∈ C close to each other and intersect

their normal planes NpC and NqC. Measuring the short-

est distance from p to q along these planes will describe

τ “locally.” “Globally,” we only need to consider pairs of

points (p, q) that are in each other’s normal planes. Fix

p and set

τ `p =
1

2
lim
q→p

[
inf

x∈NpC∩NqC
{d(p, x) + d(q, x)}

]
,

τgp =
1

2
inf
q∈NpC
p∈NqC

d(p, q)

as the local and global conditioning numbers at p, re-

spectively. Then the conditioning number of the curve is

τ = min

{
inf
p∈C

τ `p, inf
p∈C

τgp

}
.

In special cases, we may take advantage of the regularity

or symmetry of the curve. For example, consider the helix:

With radius r and period 2πc , its equations are

f1(x, y , z) = x − r cos(z/c),

f2(x, y , z) = y − r sin(z/c).

The local conditioning number is τ ` = (r2+ c2)/r , which

simplifies to τ ` = r when c = 0, when the helix has col-

lapsed to a circle. The global conditioning number is also

found easily, by observing that the helix rises at an angle

of arctan(c/r). Hence

τhelix = min

{
r2 + c2

r
,

πcr√
r2 + c2

}
.

3 Settings

Ideal: We know the (equations of the) manifold.

Semi-ideal: We may sample as many points as we want.

Realistic: We are given a finite point sample.

So far we have considered the ideal case. Now we turn to

situations when all is not known about the manifold.
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4 Finite point sampling

Sample points on M according to a random variable X. It

may not be truly random (sampling bias) and may have

support strictly larger than M (noise).

Defn 3. The probability density function of X is

the function f : M → R satisfying

(a) f (p) > 0 for all p ∈ M, and

(b)
∫
N f (p) dp = P (X ∈ N) for any N ⊆ M.

A lower bound on the number of sampled points necessary

to find the homology of M is given in [2].

Thm 1. There is an algorithm that will find the ho-

mology of a d-manifold M, with probability 1− δ,

from a random point sample of at least

log

(
δ

`

)
log

(
1−

πd/2(δ/4)d

Γ(d/2 + 1)

)

points on M, for ` a function in 1/τd .

For example, consider the unit 2-sphere, with τ = 1. For

δ = 0.5, the algorithm then needs at least 174 points; for

δ = 0.1, at least 6919 points. Below we have 250.

5 Applications

Knot theory: Given a knot K of fixed length, which em-

bedding of K into R3 will have the largest τ?

Such an embedding, described in [1], gives the ideal shape

of K, representing the “tightest” a knot can be pulled.

Mechanics: A wire of diameter d and length `, when

coiled into a spring of radius r , can be compressed down

to a height of no less than 2πr`/d .

Chemistry: A protein is a chain of amino acids and folding

describes how its physical states change. Some states,

“tightest” in some sense, make the organism function

properly, while others cause problems.

Given an potential embedding of a protein, knowing τ in-

dicates if it is not a valid embedding.
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